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Abstract

Punishment is a cost imposed on a target, in response to an un-
desirable action. Yet choosing to punish also reveals informa-
tion about the authority’s own motives and values. We propose
that observers jointly infer the wrongness of the action and the
authority’s motivations. Using hypothetical scenarios in un-
familiar societies, we experimentally manipulated observers’
prior beliefs and measured human observers’ inferences after
observing punishment. These inferences were recapitulated in
a formal model that inverts an intuitive causal model of author-
ities who make rational choices about punishment by weighing
its costs and benefits (i.e. utilities). An essential component of
this model, driving these inferences, is that legitimate author-
ities consider the utility of a proportional response to harmful
actions, which depends on the balance between the wrongness
of the act and the severity of the punishment.

Keywords: punishment; moral cognition; Bayesian inference;
moral learning; theory of mind

Introduction
Parents, teachers and other authorities choose whether and
how severely to punish undesirable actions. Observers of
punishment, including the target, can learn about the actions
from these choices: the more severe the punishment, the more
wrong the action. Yet in light of every punishment, observers
and targets also evaluate the motives and legitimacy of the au-
thority who punished. An authority who punishes too harshly,
or who fails to punish a serious violation, may lose legiti-
macy. The central hypothesis of the current work is that these
two inferences are fundamentally interdependent. Observers
simultaneously infer the wrongness of the action and the mo-
tives of the authority, by rational Bayesian joint inference.

Punishment is a cost imposed on a target, in response to an
undesirable (i.e. wrong, harmful, norm-violating) action. The
more harmful or serious the transgression, the more people
judge punishment to be a more appropriate response than not
punishing (Eriksson, Andersson, & Strimling, 2017). This
core intuition is shared by people from more than 50 coun-
tries (Eriksson et al., 2021). People also choose harsher, more
severe punishments for more wrong or harmful actions (Shao
& Perlow, 2009; Buckholtz et al., 2015; Ginther et al., 2016;
Heffner & FeldmanHall, 2019; Sznycer & Patrick, 2020).
People’s intuitive sense of the relative seriousness of differ-
ent transgressions is correlated with the relative severity of
punishments assigned to these transgressions in both modern
and ancient legal codes (Sznycer & Patrick, 2020).

The strong correlation between the severity of punishment
and the wrongness of the act makes punishment eminently in-
formative for observers learning or uncertain about an unfa-
miliar action (Wiessner, 2020; Darley, 2009). After observing
more severe punishments, people form stronger moral disap-
proval of previously unfamiliar actions (Mulder, 2018). For
example, in both an economic game and a hypothetical sce-
nario about cheating, a larger fine imposed led to stronger
moral disapproval of the target act (Mulder, 2009). In the
early 2000s, young adults who had never shared music files,
and learned about sanctions for such copyright infringements,
subsequently judged sharing music files to be more unethical
the more severe the sanction (Depoorter & Vanneste, 2005).

Choosing to punish, like any social action, also reveals
information about the authority’s own motives and values
(Radkani, Tenenbaum, & Saxe, 2022). In third-party pun-
ishment, the person who chooses whether to punish was not
directly harmed by the initial action, and will not be directly
personally benefited by the punishment. In these settings,
punishment is typically more immediately costly than not
punishing, whereas the benefits of punishment (e.g. deter-
rence) are diffuse (Panchanathan & Boyd, 2004). Conse-
quently, many studies have documented the positive percep-
tions that observers have of people who are willing to punish:
in both economic games and vignette studies, third-parties
who choose to punish are judged as more trustworthy and
less selfish (J. J. Jordan & Rand, 2020), more competent and
and more moral (Gordon, Madden, & Lea, 2014; Gordon
& Lea, 2016; Dhaliwal, Skarlicki, Hoegg, & Daniels, 2020;
de Kwaadsteniet, Kiyonari, Molenmaker, & van Dijk, 2019;
J. Jordan & Kteily, 2020; Tsai, Trinh, & Liu, 2022), and are
more likely to be chosen as cooperation partners than people
who choose not to punish the same transgression. Harsher
punishments signal more trustworthiness (Batistoni, Barclay,
& Raihani, 2022). By contrast, people who fail to punish
transgressions are sometimes punished themselves (Martin,
Jordan, Rand, & Cushman, 2019; Tsai, 2021). Ethno-
graphic studies confirm that third parties gain status from
punishing (Wiessner, 2020). Such positive reputation bene-
fits of punishment may be key to the evolution of punishment
(Panchanathan & Boyd, 2004; Santos, Rankin, & Wedekind,
2011; Raihani & Bshary, 2015; Okada, 2020).

People do not simply associate severe punishment with
trustworthy, competent, moral individuals responding to seri-



ous harmful transgressions, though. In some contexts, third-
parties who choose to punish are judged as less trustwor-
thy and more selfish than those who choose not to punish
(Strimling & Eriksson, 2014; Eriksson, Andersson, & Strim-
ling, 2016; Heffner & FeldmanHall, 2019; Rai, 2022; Sun,
Jin, Yue, & Ren, 2022). People who use more severe pun-
ishment receive more disapproval, particularly if they stand
to gain directly from the punishment (Eriksson et al., 2016;
Rai, 2022). Even without direct benefits, people who choose
harsh punishments are sometimes inferred to be taking self-
ish advantage, motivated to gain resources or power (Raihani
& Bshary, 2015, 2019; Redhead, Dhaliwal, & Cheng, 2021).
Likewise, severe punishment does not always induce infer-
ences that the act was a serious transgression. Severe pun-
ishment of academic cheating did not increase disapproval of
cheating in students with low trust in the educational institu-
tion (Mulder, 2009). Young adults who had engaged in music
file sharing saw file sharing as less unethical, the more severe
the proposed sanctions (Depoorter & Vanneste, 2005).

We propose that all of these seemingly complex or contra-
dictory results can be explained parsimoniously by modeling
observers as making rational joint inferences of the wrong-
ness of the act and the motives and legitimacy of the au-
thority, inverting a Bayesian causal model of the authority’s
choice to punish (Baker, Saxe, & Tenenbaum, 2011). What
observers learn from the same punishment can vary, depend-
ing on the value and relative certainty of their prior beliefs
about wrongness and legitimacy. Perceiving an authority as
legitimate includes judging that their power was acquired by
an appropriate process, their decision making is impartial and
unbiased, and their motives are benevolent and sincere (Tyler,
2006; Tyler, Goff, & MacCoun, 2015). Here we focus on and
formalize one aspect of impartiality and benevolence: pun-
ishments should be proportional to the harm caused by the
punished act.

The more observers have confident prior beliefs about a
punished act, then from observed punishment, the more they
should infer the authority’s motives: an authority who pun-
ishes too harshly, or who fails to punish a serious violation,
will be perceived as less legitimate and just (e.g. Tsai, 2021).
By contrast, the more observers have confident prior beliefs
that the authority is legitimate, then from observed punish-
ment, the more they should infer the wrongness of the act.
To test this proposal we (i) conducted a series of experiments
in which we manipulated and measured participants’ beliefs
about wrongness and authority’s legitimacy, before and after
observing an authority’s decision about punishment, and (ii)
built and validated a computational model of these inferences
as inverse planning.

Experiments
Participants
100 US-resident adults (51 female; age range 18-75 years)
who indicated English as their first language were recruited
on prolific.co.

Figure 1: Example scenario

Materials
We developed five scenarios in hypothetical societies with un-
familiar people, actions, and punishments, to maximize ex-
perimental control of observers’ priors. Each scenario intro-
duces two people (an authority and a target), a novel target
action, and finally three possible responses by the author-
ity (do nothing, mildly punish, harshly punish). Depending
on condition, we provide information about either the mo-
tivations of the authority (2 conditions, “Legitimate”, “Ille-
gitimate”), or the wrongness of the target act (3 conditions,
“Not-wrong”, “Somewhat-wrong”, “Wrong”). An example
scenario is shown in Figure 1. In a within-subject design,
each participant read all five scenarios, one in each of the five
conditions.

Manipulation check pilot
To test whether we successfully manipulated participants’
priors, we conducted a pilot study. An independent set of
raters (N=30) read the same scenarios and indicated their
prior beliefs about wrongness and the authority’s motivations.
To measure both the value and the uncertainty of each individ-
ual’s prior beliefs, we asked the participants to distribute 100
votes on the relevant scale for each question. These pilot data
confirmed that participants had relatively flat priors for the
wrongness of novel actions, prior to learning whether those
actions were punished. These priors became sharply biased
when the scenario described the action as common and harm-
less, rare and annoying, or very rare and seriously harmful. In
the absence of information, participants were somewhat bi-
ased to believe that authorities are motivated by justice con-
siderations, but priors on justice motivations were also sub-
stantially sharpened when the scenario contained explicit in-
formation about the authority (shaded densities in Figure 2).
In sum, the pilot study confirmed that our scenarios manipu-



Figure 2: Distribution of prior beliefs in each experimental
condition, before participants learned which response the au-
thority chose. The shaded densities show the distribution of
within-subject beliefs measured in the pilot experiment, and
the white bars show the distribution of between-subjects prior
beliefs in the main experiment.

lated both the value and the dispersion of participants’ priors
about novel actions and authorities.

Main experiment
In the main experiment, we used the same scenarios to eval-
uate how participants’ beliefs change after learning about
the authority’s punitive choice. First, the participants indi-
cate “without knowing what [the authority] chose to do” their
prior beliefs about the wrongness of the target act (“In this
society, how morally wrong is [target act]?”, from 1: not at
all to 7: extremely wrong), the authority’s justice motivations
(“In general, how much does [A] care about justice and act-
ing fairly?”, from 1: not at all to 7: extremely), and how
much they care for the target (“In general, how does [A] feel
when they see [T] get hurt?”, from -3: very bad to 3: very
good; reverse coded). In addition to the Likert scale, par-
ticipants could also choose: “I don’t know. All values are
equally likely”. Next, we repeated the same set of questions
three times, if the authority chose to do each of the three pos-
sible responses (no punishment, mild punishment, harsh pun-
ishment), to measure the participants’ posterior beliefs. The
order of showing the three authority choices was randomized.
Predictions, design and analysis plan were preregistered prior
to data collection, at tinyurl.com/47b26mc3.

Analyses
For all analyses, we used mixed effects linear or logistic re-
gression models, with the stated fixed effects and the full
structure of random effects justified by the design (Barr, Levy,
Scheepers, & Tily, 2013) unless the full model failed to con-
verge. In cases of non-convergence, we pruned interaction
random slopes, first from scenarios, then from participants.
Then we removed the random effects altogether. To accom-
modate the effect of the variability in prior beliefs across the
population, we used the update in beliefs after observing a

specific punitive response as our main dependent variable.
To do so, for each participant within each scenario, we sub-
tracted the prior belief over each variable from their posterior
judgements. “All values are equally likely” responses were
replaced by the mid-point value of each scale, before carrying
out the analyses. In some analyses, the average of responses
for mild and harsh punishment is used to contrast “punish” vs
“not-punish” responses.

Results
Punishment is typically intended to convey the undesirability
and wrongness of the punished behaviour. Consistent with
this function, participants in the current study inferred that
punished acts were more wrong than not-punished actions
(main effect of punish vs not-punish: β=0.758, std=0.080,
df=99, p-value=1.76e-15). This effect was particularly clear
when participants had no prior knowledge about the action,
but believed that the punisher was a legitimate authority, mo-
tivated by justice. In the “Legitimate” condition, punished
actions were inferred to be much more wrong than unpun-
ished actions (main effect of punish vs not-punish: β=1.685,
std=0.184, p-value<2e-16), and actions that received harsh
punishment were inferred to be more wrong than actions that
received relatively lenient punishment (main effect of harsh
vs mild: β=0.930, std=0.175, p-value=3.05e-07).

On the other hand, punishment does not always convey
the wrongness of the punished act to the same degree. The
inference depends on both participants’ prior beliefs about
wrongness, and their prior beliefs about the authority’s moti-
vations. When participants have a strong prior belief that the
target action was not wrong, they did not change this belief
much, after observing punishment (interaction between re-
sponse (punish vs not-punish) and condition (“Not-wrong” vs
“Legitimate”): β=-1.220, std=0.252, p-value=2.16e-06; in-
teraction between response (harsh vs mild) and condition,
β=-0.700, std=0.236, p-value=0.0033). Even when partic-
ipants had no prior knowledge about the action, if partic-
ipants believed the authority was not motivated by justice,
then punished actions were inferred to be only slightly more
wrong than unpunished actions (interaction between response
(punish vs not-punish) and condition (“Illegitimate” vs “Le-
gitimate”): β=-0.885, std=0.236, p-value<0.001; interaction
between response (harsh vs mild) and condition: β=-0.570,
std=0.205, p-value=0.006). Indeed, participants reported that
decisions of an illegitimate authority were not informative
about the wrongness of the target action (main effect of “Il-
legitimate” vs “Legitimate” on probability of “I don’t know”
answers: β=1.994, std=0.277, p-value=6.50e-13).

We directly tested the prediction that observers’ prior be-
liefs about the authority’s motivations quantitatively deter-
mined the inference observers made from punitive responses.
We used each participant’s own reported prior in place of the
experimenter label for each scenario. This analysis revealed
a clear interaction between observer’s priors about legitimacy
and the punitive response in determining the wrongness in-
ferences within “Legitimate” and “Illegitimate” conditions



Figure 3: Human and model judgements. A) human prior and posterior beliefs across experimental conditions (error bars
show the standard error of the mean); B) correlation of joint inference model predictions with human judgements on held-out
scenarios. Each data point (75 in total) is the mean of the population in one prior-response condition for one scenario separately;
C) correlation of the control model predictions with human judgements.

(β=0.174, std=0.023, df=439, p-value=4.15e-13). The higher
participants’ prior on authority’s legitimacy, the more they
updated their beliefs about action wrongness: negatively af-
ter observing no punishment, and positively after observing
harsh punishment.

Yet, a decision whether and how to punish not only con-
tains information about the punished action, but also about
the authority’s motives and values. In the current study, par-
ticipants inferred that an authority who chose to punish was
more motivated by justice than an authority who chose not
to punish (main effect of punish vs not-punish: β=0.734,
std=0.129, df=99, p-value=1.26e-07). This effect was par-
ticularly clear when participants had weak prior knowledge
about the motives of the authority, and strong prior beliefs that
the target action was harmful to many people. In the “Wrong”
condition, authorities who punish were perceived to be much
more motivated by justice than authorities who did not punish
(β=2.416, std=0.292, df=4.03, p-value=0.0011). The biggest
change in belief occurred when an authority did not punish a
very harmful act. Mild and harsh punishment of harmful acts
led to only small changes in inferred motives.

Again, though, punishment does not always imply justice
motives in the authority. When participants had strong prior
beliefs that the target action was harmless, then authorities
who punished were perceived to be less motivated by justice
than authorities who did not punish (interaction between re-
sponse (punish vs not-punish) and condition (“Not-wrong”
vs “Wrong”), β=-3.560, std=0.266, df=396, p-value<2e-16;
main effect of punish vs not-punish in “Not-wrong” condi-
tion: β=-1.15, std=0.225, p-value=7.62e-07). Indeed, the
inferences about authority’s justice motivations depended
on how the severity of punishment compared to the ob-
servers’ beliefs about the wrongness of the target act (in-

teraction between response (Mild vs Harsh) and condition
— “Somewhat-wrong” vs “Wrong”: β=-0.850, std=0.273,
df=496, p-value=0.002, and “Not-wrong” vs “Wrong”: β=-
1.080, std=0.273, df=495, p-value=8.59e-05).

Observed punishment influenced inferences about how
much the authority cares about the target, depending on prior
beliefs about wrongness and justice motives. Severe punish-
ment of not-wrong acts led observers to infer that the author-
ity does not care about the target’s suffering; but severe pun-
ishment of wrong acts did not support the same inference.

Overall, these results show that the same observed choice
of whether, and how harshly, an authority punishes an action,
can lead observers to make contrasting inferences. What ob-
servers learn from the same punitive response depends, with
exquisite sensitivity, on the value and relative uncertainty of
their prior beliefs about wrongness of the target act, as well
as the authority’s motivations.

Models
We propose that this pattern of inferences can be synthesized
and captured, as joint inference inverting a causal model of
authorities who make rational choices about punishment by
weighing its costs and benefits (i.e. utilities).

Joint inference of wrongness and authority’s
motivations
Model specification In our model, authorities consider
three utilities, when deciding how to react to a target action.
First, the authorities consider the direct consequences of their
response for the target (Utarget ), that is the punitive harm im-
posed on the target. Second, there is the utility of a propor-
tional response to a harmful action in order to restore justice
(U justice). This utility depends on the balance between the



wrongness of the target act and the severity of the chosen pun-
ishment: U justice is highest when the punitive harm imposed
on the target just offsets the harm caused by the target ac-
tion, and is lower for punishments that are too lenient or too
harsh. Finally, the authorities consider the direct costs and
benefits of the chosen action for themself (Usel f ). Many mod-
els of punishment assume that punishment is directly costly
or risky to the person (often, an equal status peer) who is pun-
ishing (J. J. Jordan, Hoffman, Bloom, & Rand, 2016). Here,
the scenarios described decisions by authorities in which we
expected punishment to carry little personal cost or risk. This
design choice allows us to ignore Usel f and focus on the dy-
namics of beliefs about wrongness and legitimacy.

Authorities weigh the positive utility of restoring justice
against the negative utility of harming the target, to decide
whether and how harsh to punish. The response to a specific
target act varies depending on the authority’s justice moti-
vations and how much they care about the target. For in-
stance, an authority with a strong weight on the utility of jus-
tice (α justice) would choose mild punishment for somewhat
harmful actions and harsh punishment for very harmful ac-
tions, whereas an authority’s response who does not particu-
larly care about justice is less sensitive to the wrongness of the
target act. An authority with a strong positive weight (αtarget )
on the target’s utility would be more likely to choose mild
or no punishment, while an authority with a strong negative
αtarget would choose harsh punishment, independent of the
wrongness of the action. Therefore, the punitive response of
the authority contains information about the authority’s moti-
vations and the wrongness of the target act. Indeed, by invert-
ing this generative model, we capture how observers update
their beliefs about both the wrongness of the action and the
motives of the authority, based on the decision of whether and
how harshly to punish.

To formalize these ideas, we write the authority’s expected
utility over each response ‘p’ as:

Utotal(p) = α0α justiceU justice(p)+αtargetUtarget(p) (1)

where Utarget is more negative for harsher punishments and

U justice(p) =

{
harshness(p) harshness(p)≤ 0
−γ harshness(p) 0 < harshness(p)

(2)

harshness(p) = ηw wrongness−ηt Utarget

α0, γ, ηw and ηt are constants. Punitive responses are selected
using a softmax decision rule:

P(p|wrongness,α,Utarget) ∝ exp(βUtotal(p)) (3)

An observer holds a prior belief about the wrongness of
the act, and how much the authority weighs each utility term
(α). After observing a specific punitive response, the ob-
server can then update their beliefs using these priors (i.e.,

P(wrongness,α)) and their appraisals of how harmful each
response is to the target (i.e., Utarget ).

P(wrongness,α|p,Utarget) ∝

P(p|wrongness,α,Utarget)P(wrongness,α) (4)

where P(p|wrongness,α,Utarget) is the punisher’s policy de-
rived from equation (3).

Next, we test how this computational framework can cap-
ture the pattern of participants’ inferences in our experiment.

Model simulation To test our model, we simulated it to ex-
plain the average population inferences within each scenario,
each prior condition, and for each punitive response, sepa-
rately (i.e., 5 scenarios × 5 conditions × 3 responses = 75
data points). We used a train-test procedure where we found
the best fitting parameters (α0, β and γ, minimizing mean
squared error for wrongness, justice motives, and care for tar-
get) on 4 scenarios (i.e., 60 data points) and assessed model
performance on the held-out scenario. This procedure was
repeated for each of the 5 scenarios as test data. We report
the average of model performance on the held-out data as the
final performance measure.

We found the distribution of prior beliefs for each variable
(wrongness, α justice, αtarget ), by fitting a beta distribution to
the pool of participants’ prior belief responses (normalized
to [0,1]), within each scenario and prior condition separately.
We considered “All values are equally likely” responses as a
uniform distribution over the whole scale. The distribution of
prior beliefs in the main study resembled the averaged prior
distributions measured for every individual in the manipula-
tion check pilot experiment (see Figure 2).

Another input to the model is how harmful the observers
believe each response is to the target (i.e., Utarget ). In our
experiment, we measured Utarget for each response separately,
by asking “How much will [T] be hurt because of [A] doing
[response]?”, from 1: not at all to 7: very much. For each
of the three responses in each scenario (using a novel means
of punishment), we found the average Utarget (normalized to
[0,1]) across all conditions.

The last step in building the model was to determine how
wrongness and Utarget tradeoff to form beliefs about harsh-
ness (i.e., ηw and ηt ), which according to equation 2 deter-
mines U justice. We measured beliefs about harshness of each
response by asking “[A] doing [response] was . . . (-3: too le-
nient, 0: proportional/fair, 3: too harsh)”. A regression model
was fit to harshness judgements, with fixed effects of wrong-
ness and Utarget , using the data from conditions where wrong-
ness beliefs were more stable (“Wrong”, “Somewhat-wrong”,
“Not-wrong”). We assume people have a general concept of
justice that does not vary by scenario; therefore, we estimated
η in the training set and used the same parameters for the
held-out scenario as well.

The joint inference model is able to explain a significant
portion of variance in posterior judgements of all three vari-
ables simultaneously (average R2 on held-out scenario = 0.95,



0.81, 0.70 for inferences of wrongness, justice motives and
bias for or against the target, respectively). However, the nu-
ances in belief updates could be masked by the larger shift in
posterior beliefs as a result of manipulating the priors across
different prior conditions; therefore, capturing the belief up-
dates provides a stricter test of the model performance. As
shown in Figure 3B, the model is able to explain a large por-
tion of variance in belief updates as well.

Control models
To test whether the full structure of our model was necessary
to fit human judgements, we asked how well we can capture
people’s beliefs using a model that makes inferences directly
from the observed punitive harm imposed on the target, ignor-
ing the prior beliefs and the trade-off between the authority’s
punitive motives. For this, we fit three linear regression mod-
els that were separately optimized to predict belief updates
about wrongness, justice motives and care for target, using
Utarget (of each response within each scenario) as the regres-
sor. To obtain model performance, we used a similar train-test
procedure, where we fit the model on 4 scenarios and test on
the held-out one, repeated for every scenario as test data.

As shown in Figure 3C, these models are able to capture the
main effect of punishment severity on the inferences. How-
ever, although these models were optimized for each variable
separately, they are less able to capture the nuances in be-
lief updates across different prior conditions, compared to the
joint inference model.

Discussion
Both in real life (Dölling, Entorf, Hermann, & Rupp, 2009;
Nagin, 2013; Dhaliwal et al., 2020; Tsai, 2021) and labo-
ratory settings (Mulder, 2009; Verboon & van Dijke, 2011;
Eriksson et al., 2017), the same punishment can lead to con-
trasting and even contradictory consequences in terms of
changing others’ beliefs about undesirability of the act, as
well as the motivations and legitimacy of the authorities.
Prior research has begun to shed light on these discrepant
findings by characterizing how beliefs about authorities’ mo-
tivations affect how people change their beliefs about wrong-
ness of the act (Tyler, 2006; Mulder, 2009; Verboon & van
Dijke, 2011), and vice versa (J. Jordan & Kteily, 2020; Sarin,
Ho, Martin, & Cushman, 2021). These studies typically focus
on one component of these inferences at a time, and do not
consider the interplay between them. Here we developed an
experimental paradigm to control and study these inferences
simultaneously, and showed that these two inferences indeed
depend, with exquisite sensitivity, on one another. Both the
value and uncertainty of beliefs about wrongness and au-
thority’s motivations affect what people learn from the same
act of punishment and how they update their beliefs. Fur-
ther, we proposed and validated a computational framework
to explain such contrasting inferences parsimoniously, mod-
eling observers as making rational joint inferences of wrong-
ness and punisher’s motivation by inverting a Bayesian causal
model of how authorities make punitive decisions.

The joint inference framework is both general and flexible.
Here, we instantiated a model where the authorities balance
restoring justice against the negative consequences for the tar-
get. We manipulated observers’ prior beliefs about the ac-
tion, and the authority’s justice motives. However, we did not
manipulate observers’ priors about the relationship between
the authority and the target of punishment. When the author-
ity and the target are allies, in-group members, or kin, then
observers should have a prior that the authority values the
target (high αtarget ) and is motivated to avoid harming them
(Petersen, Sell, Tooby, & Cosmides, 2012; Molho, Tybur,
Van Lange, & Balliet, 2020). In that case, harsh punishment
should provide stronger evidence for the wrongness of the
action, or for the legitimacy of the authority (in-group pun-
ishment communicates an impartial authority, Tsai, 2022).
These inferences could be captured in the current model. We
also did not manipulate the direct costs and benefits to the
authority. Many prior experiments have found that observers
make different inferences about the authority’s motivations
when the punishment (e.g. removing resources from the tar-
get) could directly benefit them (e.g. if the punisher receives
part of the ‘spoils’; Eriksson et al., 2016; Rai, 2022). Adding
a utility for direct selfish costs and benefits to the current
choice model could capture this pattern of inferences as well
(Radkani et al., 2022).

Future research, using similar paradigms, could investigate
whether authorities anticipate, and deliberately induce, the
patterns of inferences that we documented here. For exam-
ple, we found that observers inferred that an authority was
more legitimate and motivated by justice, after observing the
authority punish a wrong act. Authorities could therefore
choose (public) punishment, communicatively, in order to
boost their own perceived legitimacy (Tsai, 2021). A model
of this choice could embed the current model of observer in-
ferences recursively inside a model of authority’s planning
(Ho, Saxe, & Cushman, 2022; Radkani et al., 2022).

Reasoning in abstract hypothetical contexts can give in-
sight into the cognitive processes evoked by real situations.
Here we experimentally manipulated the observers’ priors.
Naturally occurring mismatches between the authority’s, tar-
get’s, or observers’ priors could lead to rational but contrast-
ing interpretations of the same punishment. We speculate that
authorities often have strong prior beliefs in their own legit-
imacy and moral motivation. By contrast, observers and es-
pecially targets of punishment might be more confident about
the wrongness (or not) of the target actions. For example,
an authority might choose harsh punishment to express that
the target action was very harmful; but the target might infer
that the authority is biased against her. Conversely, an author-
ity might choose lenient punishment to express that the target
action occurred in extenuating circumstances; but observers
might infer that the authority is not sufficiently motivated by
justice. Thus, characterising how people jointly infer wrong-
ness and legitimacy can illuminate why real world punish-
ment attempts may fail or even backfire.
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